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Abstract—This paper is concerned with power allocation (PA) among
the source and the relays of wireless relay networks to minimize the
mean-square error (MSE) of the channel estimation when distributed
space-time coding (DSTC) is applied. The optimal PA scheme is nu-
merically obtained by means of geometric programming for the least-
squares (LS) estimator, and a closed-form near-optimal PA scheme is
also suggested. The impact of imperfect channel estimation on the error
performance of DSTC is analyzed for both the LS and linear minimum
MSE (LMMSE) channel estimators. It is proved that mismatched decoding
of DSTC is able to achieve the same diversity order as coherent decoding
of DSTC. Furthermore, when the closed-form PA obtained in the training
phase is applied to the transmission phase, mismatched decoding is able to
achieve a significant coding gain over the equal-PA scheme (which assigns
half of the total power to the source and equally shares the other half to all
the relays).

Index Terms—Channel estimation, distributed space-time coding
(DSTC), diversity order, geometric programming (GP), power alloca-
tion (PA).

I. INTRODUCTION

Distributed space—time coding (DTSC) [1]-[4] has been proposed
for wireless relay networks, where the relays cooperate with each
other, simulate a virtual array of transmit antennas, and perform
space—time coding on the source signal. By exploiting the spatial
diversity provided by DSTC, it is well known that the transmission
reliability of the source signal over a wireless relay network can be
significantly improved. While most of the existing works on DSTC in
the literature consider the relay networks with perfect channel state
information (CSI) at the destination [1]-[4], only a few of them study
the networks with imperfect CSI.

Mismatched decoding with imperfect channel estimation is inves-
tigated in [5] for a network with one relay. By combining with the
direct source-to-destination (S — D) transmission, it is shown that
the system is able to achieve a diversity order of 2. Channel estimation
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Fig. 1. Block diagram of a wireless relay network with DSTC.

in a single-relay network has also been reported in [6]. Reference [7]
has recently considered channel estimation and optimal training design
for multiple-relay networks, where the channel variance of each link
can take on any value. The optimal training at the source and the
relays are presented in [7] to minimize the channel estimation mean-
square error (MSE). However, [7] does not show how to optimally
allocate the power among the source and the relays to further min-
imize the MSE, nor does it provide a diversity analysis of the mis-
matched decoder. These two important issues shall be examined in this
paper.

This paper first studies power allocation (PA) schemes to minimize
the MSE of the channel estimate, which is obtained with either
the least-squares (LS) or the linear minimum MSE (LMMSE) crite-
rion. With the LS criterion, we consider a geometric programming
(GP)-based approach to find the optimal PA scheme. We also propose
a closed-form PA scheme, whose performance is very close to that
of the optimal scheme. Interestingly, this closed-form near-optimal
scheme turns out to be same as the optimal PA scheme that has been
recently proposed in [8] to maximize the signal-to-noise ratio (SNR) of
the coherent DSTC at the destination under the minimum “amount of
fading” constraint. With regard to the LMMSE criterion, although no
optimal solution is found, the proposed PA schemes obtained under
the LS criterion can be readily applied as suboptimal solutions. In
Section IV, we prove that the mismatched decoder of DSTC that
uses the imperfect channel estimation is able to achieve the same
diversity order as the coherent decoder (which has the perfect channel
estimation).

Notations: Superscripts (-)7 and (-)T stand for transpose and
complex conjugate transpose operations, respectively; I 5, is an M X
M identity matrix; tr(-) denotes the trace of a square matrix; E,[-]
indicates the expectation of random variable z; CA/(0,0?%) denotes
a circularly symmetric complex Gaussian random variable with
variance o2,

II. SYSTEM MODEL

Consider a wireless relay network with R + 2 nodes, as illustrated
in Fig. 1. The system has one source node, one destination node, and
R relay nodes. Each node is equipped with only one antenna, which is
used for transmission and reception in the half-duplex mode. Assume
that there is no direct link from the source to the destination, as all
signals from the source are relayed to arrive at the destination. Let fi~
CN(0,0%,) and g; ~ CN(0,0¢,) be the channel coefficients from
the source to the ith relay and from the ith relay to the destination,
respectively, for ¢ = 1,..., R. These coefficients are assumed to be
independent of each other. It is further assumed that fl and g;, © =

,..., R remain constant over the coherence time 7T = 27, which
includes both training time 7" and data-transmission time 7'. These
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coefficients then take on independent values over the next coherence
time interval. As shall be seen shortly, the assumption of equal training
and data intervals is for simplicity, which allows the same processing
to be done at the relays in both training and data-transmission phases.

Let S = {s1,...,s.} be the codebook consisting of L distin-
guished codewords of length 7' employed by the source, where
s}sl =1, for [ =1,..., L. Suppose that s € S is the information
codeword that the source wants to send to the destination. In the first
stage, the source transmits vector +/FPy1T's over 1" symbol intervals
such that P is the average power per transmission. The received signal
at relay ¢ can be written as

ri =/ PoTfis +w; )

where the noise vector w; contains independent and identically distrib-
uted (i.i.d.) CA(0, Ny) random variables. The amplify-and-forward
(AF) protocol [3] with linear signal processing is used at each relay. In
particular, similar to [3], a unitary relaying matrix A; of size T x T
is used to linearly process the received signal at the ith relay and form
the retransmitted signal as

P;

m!‘lﬂ"i = VeiAry,

i=1,...,R ()

where the normalization factor ¢; = P;/ (Pocr%i + Np) maintains the
average transmitted power of P; at the ith relay. Let w, whose
elements are i.i.d. ~ CN(0, Ny), represent the additive white Gaussian
noise vector at the destination. With perfectly synchronized transmis-
sions from the relays, the received signal at the destination can be
written as

R
Yo = Zgitier = /P TXsAh + s A3)
=1

where

Xs :[Als,...,ARs]

— 2 2 2 2
A—dlag<\/€10'F10'Gl,...,\/ERO'FRO'GR)

h :[f1917-~~7ngR]T

R
Ws = Z \/€i08,9iAiw; +w. (©)
1=1

Note that f; and g; are the normalized channel coefficients of ﬁ
and §;,7 = 1,..., R, respectively. They are i.i.d. CN(0, 1). Since w;
is circularly symmetric and A; acts as a rotation matrix, the rotated
noise vector A;w; has the same distribution as that of w;. Therefore,
conditioned on {g;}, Ws contains i.i.d. Gaussian random variables
with variance

R
y=No (14 eiod loil* |- 5)
i=1

In most existing studies on DSTC, it is commonly assumed that
the destination has a perfect knowledge of the CSI in h. With such
an assumption, the coherent maximum-likelihood decoding of X g is
possible [3], [4]. However, in practical wireless relay networks, the
channel vector h has to be estimated at the destination, typically via
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training signals. The next section investigates the channel estimation
problem and shows how to optimally allocate the training power
among the source and the relays to minimize the MSE of the channel
estimate.

III. OPTIMAL POWER ALLOCATION FOR CHANNEL ESTIMATION

In the AF protocol, the effective channel is a product of the source-
to-relay (S — R) and relay-to-destination (R — D) channels. To
estimate the effective channel, it is possible to estimate the S — R and
R — D channels separately or the overall effective channel directly.
As pointed out in [7], the former approach requires more training slots,
as well as the transmission of the S — R channel estimation to the
destination, which may be prone to error. Thus, similar to [7], this
paper only considers the latter approach in estimating h.

As aforementioned, channel estimation is typically performed with
the help of training signals, whose location and values are known
to the receiver. Assume that the source sends a training sequence
z and the codeword s and both of them are affected by the same
overall channel vector h. After possibly rearranging the order of the
transmitted symbols, the destination observes the following vector due
to the transmission of the training symbols:

yr = \/PoTX7rAh + 7 6)
where X1 = [A1z,...,Agrz] is the training matrix formed at the

relays and known at the destination. The noise vector w, which is
given in a form similar to (4), has the same distribution as that of wg.

For the relay networks considered in this paper, where f; and
gi» t=1,..., R are independent of each other, the optimal training
matrix X 7 was shown to be orthogonal for both the LS and LMMSE
estimation criteria [7]. In particular, X }X 7 is a multiple of an iden-
tity matrix. It should be pointed out that, since at least R independent
measurements are needed to estimate the length-R channel vector h,
the training time 7" should be no less than the number of relays' R,
i.e.,I" > R. In this paper, to simplify the processing at each relay, it is
assumed that the same relaying matrix is applied to both the training
sequence and the information codeword. Thus, the data-transmission
time is also set at 7". The channel h is therefore assumed to remain
constant for a block of T = 27" channel uses and independently
change over the next block. By choosing the relaying matrix A; as
in [4] and [7], and setting z = 1/\@[1, ..., 17 € RT, it is possible
to have XTTXT =1I5.

A. LS Estimation

Dividing both sides of (6) by v/ F,71’, one has the following equiva-
lent input—output model for the training phase:

- Yr _
= = XrAh 7
Yr \/1307,1—, T + \/EwT ( )

where, conditioned on {g;}, Wz contains ii.d. CN(0,1) random
variables, and

2 No (1+Zil 5i0éi|gi|2)

CTRT PoT

R
=Go | 1+ et lol* |- ®)
=1

I'This condition is similar to the requirement of having the training time at
least equal to the number of transmit antennas in a multiple-input—-multiple-
output (MIMO) system [9].



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 9, NOVEMBER 2010

Note that (; = No/(PyT") would be the inverse of the SNR at each
relay if there was no channel fading. For convenience, ¢, ! shall be
generally referred to as the channel SNR (CSNR). The LS estimation
of h is [7]

hrs = A" Xhgp =h+ /A X )

where the property X ;X 7 = Ir has been used. Conditioned on
{g:}, the covariance of the estimation error Aj = ﬁLs — h can be
shown to be cov(Ay|{g:}) = A2 [7]. Then, averaging over {g;},
the MSE in estimating h is

cov(Ay) = (A2 (10)
where

R
(=E[(J=C |1+ e0d, |- (1n

{9:} i1

The total MSE with the LS estimation is given by
R

tr(CA2 Z (12)

p €i0F, 08,

It is clear that the total MSE depends on how the total power, which
is denoted by P, is allocated among the source and the relays. Our
objective is to find the optimal PA to minimize the total MSE. The
optimization problem is stated as

Z P*O’éi Z Poch + Ny
POO'Fi_'_NO Py PZUF,‘,UGl

mlmmlze
Py,P1,...,
R
subject to Z P;<P. (13)
i=0

It is observed that the optimization problem is not convex due to
the nonconvexity of the objective function in Py, Py, ..., Pg. Thus, it
might be difficult to find the global optimal solution in Py, P, ..., Pr
directly. In the following, we investigate a GP approach to transform
the problem into a convex GP. We then present a closed-form near-
optimal solution, which is more tractable to study the diversity order
of the training code in Section I'V.

1) PA via GP: Due to the component Poaf,-i + Ny in the denomi-
nator of the objective function, the optimization problem (13) is not a
GPil’lPQ7P1,...,PR.

However, if Py, €1, ..., cg are treated as variables, the problem can
be readily transformed into a convex GP, i.e.,

R R
1Yot | D
— €i06, —
¢ Ei0 T Ofy .
0 i=1 i=1 ¢ Fi G

R
subjectto Py + Y & (Poo%, + No) < P,

i=1

minimize
Po,e1,.--s ER

(14)

As1+ Z | €i0, is linear, and Z (1/ei0},0¢.) is a posyn-
omial, the Ob_]eCtIVG function is also a posynomlal [IO] In addition,
the constraint is a posynomial. Thus, under this formulation, the
optimization is a typical GP. The optimal solution to the problem can
be easily obtained by any GP solver, such as cvx [11].
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2) Suboptimal Closed-Form Solution: While the optimal solution
to problem (13) can be found by GP, it is also useful to obtain a
suboptimal closed-form solution. As shall be seen in Section IV,
such a closed-form solution is more convenient in diversity analysis
of the mismatched decoder. Introduce the constraint ;0% 0, =

=€ RU%R U%R into problem (14) and consider the following new

optimization problem:

minimize
Py,e1,....eR

R R
) 1
Tl R DL D
0 ‘ (— £;0% 0%
i=1 v v

R
subjectto Py + Zei (Poa%i + No) <P
1=1

510%10%;1 == eRJ%RU?;R. (15)

Since the feasible set of problem (15) is smaller than that of problem

(14), the optimal value of problem (15) is inferior to the optimal value

of problem (14). However, numerous simulations show that the gap

between the two optimal values is very small. This characteristic can

be loosely explained as follows: Extract the objective function of (14)
and group it into two summations as

Z POO'F O'G &

It can be seen that a small perturbation on any e; will have a
considerable effect on the first summation. In addition, if the first
summation were to be minimized alone, one would get £; 01%“1 O'él =

= RU%R oéR as the solution. Now, if this constraint is imposed,
one equivalently has

R
R SN D/ (16)
T T T K
717Gy “FrGR =t 7F;7G;

R 2 R 2 R

Define a=3) ;" (1/0%,), b=>_." (1/0Z,) andc:zizl(No/

0'12,; O'G ). It is noted that the power constraint Z o Pi < P must be
met with equality. Then, the constraint in (16) dlctates the following
PA among the R relays:

p_P-P Poog, + No
" Pb+c  o}0f,
P—-P 1 .
= 5 =1,...,R. 17
8’L P0b+C U%ia'éiy 1 k) b ( )

Substituting €1,...,ex from (17) into the objective function of
(15), the optimization reduces to finding P, that minimizes the fol-
lowing total MSE:

P PO Pob +c
PR) 1 R
f(() <+Z P0b+cg'F> P—-PF,

Pyb+c a) (18)

=R| —M + —
<P0(P—P0) Py
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Ignoring the constant factor R, the equivalent optimization problem
to (15) is

e P0b+C a
P e —
mm}l%mze f(Fo) PP — o) + 7

subjectto 0 < Py < P. (19)

Since the second derivative of the objective function is always
positive in the domain of Fp, the objective function is convex.
This problem can be easily solved, and the solution is given as
follows:

v/ (Pa+c)(Pb+c)—(Pa+c) .
Py —{ b=a , ifbFa (20)

P/2, if b = a.

The allocated power at each relay is given by (17) accordingly.

At this point, it is interesting to point out that the proposed sub-
optimal PA scheme in (17) and (20) for MSE minimization with the
LS estimation is exactly the same as the PA scheme obtained in [8]
for average SNR maximization in the data-transmission phase. The
proposed scheme in [8] attempts to maximize the average SNR at the
destination while minimizing the so-called “amount of fading” in a
wireless relay network. In fact, the condition to achieve the minimum
amount of fading turns out to be the same as in (16), whereas the
average SNR at the destination is simply proportional to the reciprocal
of the total MSE with the LS estimation. Moreover, such a PA scheme
has been shown in [8] to enable the maximum diversity order to be
achieved with the coherent DTSC in an arbitrary relay network as the
SNR goes to infinity.

B. LMMSE Estimation

The LMMSE estimation requires the second-order statistics of the
channel to be known at the destination. Letting X, be the covariance
matrix of h, ), = I'g, as {f;} and {g;} are i.i.d. CN'(0, 1) random
variables. Based on the training phase model in (7), the LMMSE
estimation yields [7]

~ _ —1 _
hivuse =ZnAX (XTAEhAXTT +<¢Ir)  ur

= (A2 4 (Ig) 'AX Ly, = Bhys Q1)
where B = (A2 + (I) 'A? = (Ig + (A ~%)~"is considered as a
biasing matrix to the unbiased estimator fLLS of h. It can be seen
that if the PA scheme meets the constraint in (16), A and B are
multiples of an identity matrix. As a result, ’AT/LMMSE is a scaled ver-
sion of ﬂLS.

With an orthogonal training matrix, the covariance of the estimation
error A, = ﬁLMMSE — h can be found as

1 -1 1 -1
cov(Ay) = (Ehl + CA2) = <1R+ CA‘Z) ) (22)

The total MSE under the LMMSE estimation is then given by

1

R
S 23
r (cov(Ap)) ; 14+ 61‘012@,‘7%1:/4 -

Due to the component 1+ &;0%, o /¢ in the denominator, it is
not possible to transform (23) into a posynomial. Consequently, the
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problem of minimizing the total MSE with the LMMSE estimation
cannot be transformed into a GP, which makes it much more difficult
to find the optimal solution. However, it is clear from (12) and (23) that
the total MSE in the LMMSE estimation is always less than that in the
LS estimation if the same PA scheme is applied. This is an intuitively
satisfying result since the LMMSE estimation is optimum with regard
to the MSE measure. Nevertheless, at high SNR, the total MSEs
with the two estimation schemes become virtually indifferent. Thus,
both the optimal and closed-form near-optimal solutions considered
for the LS estimation in Section III-A can also be applied as suboptimal
schemes for the LMMSE estimation.

IV. DIVERSITY ANALYSIS OF MISMATCHED DECODING

This section analyzes the diversity order of mismatched decoding
with imperfect channel estimation. The analysis follows a similar
procedure in [9, Sec. 4] for point-to-point MIMO systems, and it
is performed in the large CSNR regime, i.e., when CSNR — oo or
Co — 0 (asymptotic analysis). It is important to point out that both ¢
in (8) and ¢ in (11) are proportional to (y; hence, they are on the same
order of (. The analysis will show that the mismatched decoder of
DSTC is able to achieve the same diversity order as that of the coherent
decoder if the same PA scheme is applied.

First, for coherent decoding of DSTC, it is assumed that the channel
h is perfectly known at the destination. The pairwise error probability
(PEP) of mistaking the transmitted codeword s by 8, i.e., mistaking
X s by X g, is given by [3]

P(XSHXS): P(XS_’XS‘{fi}»{gi})

E
{fit{g:}

2
- E 0 |AsAR| 24)
{Fiyd9:} 2¢

where Ag = Xg— Xg. Now, for mismatched decoding, the desti-
nation uses the estimated CSI h in the same way as with the perfect
CSI h. The decoder performs

X5 = argmin g5 — X sAhl?*. (25)
S

It is noted that under the LMMSE channel estimation in (21),
the Taylor series expansion of the biasing matrix is B = (I +
CA™%)"1 = Iz — O(¢uA™?). This also implies that B — Iz when
G — 0.

Thus, under either the LS or LMMSE estimation, the channel
estimate  can be expressed as

h=h+ /(A" X awr —O(CA?). (26)

The mismatched metric for codeword X s is
lys — X sAh|?
= HXSAh +/Cws

- X [h ea X - oA )|

N 2
_ HAsAh + /< (s — X s Xjwr) — O(GA™)
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= |AsAh|? + 2\/CRe {w;AsAR}

—2,/CRe {E}XTXTSASAh} + 0(Co). 27)

Note that, since wg and wr contain iid. CN(0,1), the
term |C(ws — X s Xhawr)|? = ¢lws — Xs X hawr|> — 0 al-
most surely as (o — 0. Therefore, this term can be included in O((p)
in (27). The asymptotic PEP of the mismatched decoder can be
calculated as

]P)(XS%Xs)

—P (Hgs — XsAR|” < ||gs - X sAR|

)
= 11»( |AsAR|? +2¢/CRe {@AsAh}

—2y/CRe {mTTXTXLASAh} +0(&) < o>

|AsAh|?
= £ |P( =2 L o0(VG)
{fi},{gi}[ ( V< Ve
< 2Re {@TTXTX;ASAh}

—2Re {w{ A AR} |{f:}, {gi}>:| . (28)

Note that, conditioned on {g¢;} and {f;}, the elements of
wr and wg are iid. CN(0,1) random variables. Thus,
2Re{1I;TTXTXTSASAh} — 2Re{wl,AgAh} is Gaussian distrib-
uted with zero mean and variance 2||X s AsAh|? + 2| AsAh|?,
since XTTXT = Ig. The probability term in (28) is just the
probability that a zero-mean Gaussian random variable is bigger than
some constant. Therefore, (28) can be written as

P(Xs— Xg)
2
_ e o [lAasAR|2/vVC +O0(V))
= R 2
{fi} {9} 2HX;ASAhH + 2||AsAh|?
I [AsAR]® | o[ AgAR|? |
s2hlE 42 iﬁ O(v/<o)
= E Q A 2
{fitAai} 2HXSASAhH + 2[|AsAh|?
1 AgAh|?
= 5 | [LAsARE o0yl o
{(fi}4g:) 20 |[xLasan|
i 1+W

Similar to [9], by applying the Cauchy—Schwarz inequality to the
Frobenius norm [12], one has

R 2
HX;AsAhH
1<1+

Tasanp < tHIXSI

(30)
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Source Relay 2 Destination

Relay 1 Relays 3, 4

d

Fig. 2. Locations of relays relatively to the source and the destination.

Thus, due to the monotonic decreasing of the () function, the
asymptotic PEP is bounded as

o [Q <\/1|A5Ah|2 + O(l)ﬂ <P(Xs — Xs)
{fit o} 2¢

1 |AsAR]® 31
Q(\/2<1+|Xsl2+ ”)]' o

Note that, at high CSNR, i.e., small ¢, the constant term O(1)
becomes negligible compared with the term ||AgAhl|?/(2¢) or
the term |[AgAh|?/(2¢(1+ || X s|?)). Therefore, it can be ne-
glected as far as the diversity order analysis is concerned. Com-
paring the PEP expression in (24) and the bounds in (31) clearly
shows that the diversity order of the mismatched decoder is the
same as that of the coherent decoder if the same PA scheme is
applied.

In [3], it was shown that, if Ag = X g — X s 1is full rank, the PEP
in (24) decays on the order of R(1 — loglogn/logn), where 7 is the
average SNR computed at the destination. However, the derivation of
the diversity order in [3] is only for the special case of a network
with 03, =02 =1,i=1,..., R. The optimal PA scheme for such
a network is the equal PA [3], which assigns half of the total power
to the source and equally shares the other half with all the relays, i.e.,
Py=P/2,P, =---= Pgr = P/(2R).

In an arbitrary network topology, where O'%i and aéi can take on
any values, the aforementioned equal-PA scheme is clearly suboptimal
with respect to the achievable coding gain. It has been recently shown
in [8] that the closed-form PA scheme in (17) and (20) can extract
the maximum diversity order from the underlying coherent DSTC
when SNR — oo and can considerably outperform the equal PA in
terms of coding gain. As a consequence of the PEP analysis in (31),
under the PA scheme in (20), the mismatched decoder is also able
to realize the maximum diversity order of the underlying DSTC and
improve the coding gain over the equal-PA scheme. In addition, as
the closed-form PA scheme is suboptimal to the GP-based PA scheme
with the LS estimation, it is expected that the mismatched decoder in
conjunction with the GP-based PA scheme is able to further enhance
the coding gain.

<
{fit{gi}

V. SIMULATION RESULTS

This section presents numerical results on the MSE of both the
LS and LMMSE estimators obtained by the GP-based and closed-
form near-optimal PA schemes, as well as validating our theoretical
findings on the performance of mismatched decoding. We consider a
relay network with four relays, as illustrated in Fig. 2. Assume that the
source and the destination are located at (0, 0) and (1, 0). The first relay
is located near the source at (0.25, 0), and the second relay is at midway
between the source and the destination at (0.5, 0). The third and fourth
relays are located at the same distance d from the source, i.e., (d,0).
The fading variance is proportionally assigned to the distance between
the transmit and receive terminals, taking into account the path-loss
exponent, which is set at 4. Thus, if a%l is normalized to 1, then
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d
Fig. 3. Allocated power at each node (source and relays) obtained by the GP-

based and closed-form near-optimal PA schemes when the location of relays 3
and 4 is varied and P = 20 dB.

o, = 3% Similarly, 07, = 0, = (3/2)*, 0%, = 0f, = (4d/3)™%,
and 0, = 0, = (4(1 —d)/3)~*. The parameter Ny is normalized
to 1. The training (and data transmission) interval 7" is set to be equal
to the number of relays R.

Fig. 3 illustrates how the total power P (set at 20 dB) is split
between the source and the relays in the GP-based and closed-form
PA schemes when the network topology is changed by varying the
location of relays 3 and 4 (i.e., the distance d). When d is varied,
the parameters a, b, and c are effectively changed, which then triggers
the change to power allocated to each node by the closed-form scheme.
As can be seen from the figure, the proposed closed-form solution is
very close to the optimal GP-based solution for all the values of d
shown in the figure. Fig. 4 then compares the total MSE achieved by
the GP-based, closed-form near-optimal, and equal-PA schemes for
both the LS and LMMSE estimations. While the GP-based scheme
slightly outperforms the near-optimal scheme as expected, the MSEs
achieved by the GP-based and near-optimal schemes are superior to
the MSE achieved by the equal-PA scheme, particularly when relays 3
and 4 are placed closer to the destination.

It is worth noting that the proposed closed-form scheme is near
optimal at all SNR regimes. To illustrate this, with a fixed location of
relays 3 and 4 at (0.75, 0), the MSE is plotted over a wide range of
the total power P in Fig. 5. It is observed again that the closed-form
scheme performs practically the same as the GP-based scheme, and
both schemes significantly outperform the equal-PA scheme. A closer
look at Fig. 5 also confirms the fact that the MSE of the LMMSE
estimation is smaller than that of the LS estimation with all the three
PA schemes considered. At high CSNR, the difference is negligible,
which validates the common representation of the two estimators
in (26).

The symbol error rate (SER) performance of the mismatched de-
coder is compared with that of the coherent decoder under the three PA
schemes in Fig. 6. The distributed quasi-orthogonal space—time block
code is applied in the four-relay network [4]. As can be seen from the
figure, the diversity order achieved with mismatched decoding is the
same as that of coherent decoding, as long as the same PA scheme is
applied. This agrees with our analysis in Section IV. Moreover, under
either the GP-based or the near-optimal PA schemes, the mismatched
decoder significantly outperforms the decoder under the equal-PA
scheme by about 4.5 dB at the SER level of 10~*. It is worth
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Fig. 5. Total MSE achieved with the LS and LMMSE estimators in a four-
relay network with d = 0.75: GP-based, closed-form near-optimal, and equal-
PA schemes.

noting that the proposed closed-form PA scheme performs basically
the same as the GP-based PA scheme. Finally, the figure shows that
the mismatched decoders perform almost the same with both the LS
and LMMSE channel estimations and under all three PA schemes,
particularly at high CSNR.

VI. CONCLUSION

This paper has considered PA schemes to minimize the total MSE
of both the LS and LMMSE channel estimations for DSTC in wireless
relay networks. The diversity order of the error performance of the
mismatched decoder that works with the estimated channel informa-
tion was also analyzed. It was shown that, with a given PA scheme
in the data transmission phase, the mismatched decoder is able to
achieve the same diversity order as the coherent decoder. In particular,
if the GP-based or the proposed closed-form PA schemes obtained in
the training phase are also applied to the transmission phase, then the
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Fig. 6. Error performance of DSTC with the mismatched and coherent
decoders in a four-relay network, in which relays 3 and 4 are at (0.75, 0).

mismatched decoder achieves the same maximum diversity order as
that of the coherent decoder and significantly outperforms the equal-
PA scheme in terms of coding gain.
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Abstract—We investigate an application of distributed power control
(DPC) and opportunistic power control (OPC), respectively, to cooperative
relaying systems that consist of multiple sources, multiple relays, and a
single destination. Two types of relaying gains are considered for half-
duplex amplify-and-forward (AF) relays: fixed and variable gains, respec-
tively. Using half-duplex AF relays, remote users benefit by making the
path loss smaller by two shorter paths. However, they lose bandwidth and
suffer from additional interference due to amplification of the noise at the
relays and the unnecessary signal from the relays, where power control
plays an important role. We begin with redefining and extending the
existing power control algorithms to be fit for the relaying environments
and then, using standard techniques, construct the convergence, except
when the number of variable-gain relays is even. With numerical investi-
gation, we show the advantages and disadvantages of the power-controlled
systems with relays in terms of the outage probability, the average transmit
power consumption, and the transmission capacity. Simulation results
show that DPC with relays achieves significant improvement in the outage
performance and power consumption. On the other hand, in OPC, some
negative effects arise by using the relays in the capacity since the relays
increase the interference that severely affects the opportunistic capacity.

Index Terms—Amplify and forward (AF), convergence, cooperative
relaying, distributed power control (DPC), opportunistic power control
(OPC).

1. INTRODUCTION

Power control in wireless relaying systems has been considered for
maximizing throughput with power constraints [1], [2] or minimizing
power consumption under quality-of-service requirements [3], [4].
The previous works assume that the signals transmitted from multiple
relays can be separated at the destination without any interference from
other relays and that each relay serves only one source. The former
assumption would normally result in increasing the inefficiency in
using bandwidth since it requires as many orthogonal channels as the
relays. The latter assumption would require a complicated procedure to
allocate the relays to sources and for orthogonal transmission between
multiple sources. When relays can support multiple sources and do
not use orthogonal channels, relays can generate a great deal of
interference, and power control becomes more important in providing
adequate signal quality (mostly predefined). The power control issue
is a focus of this paper.

Power control in environments with overwhelming interference but
without relays has extensively been studied for the last two decades.
Among the effective methods, distributed power control (DPC)
[5]-[8] and opportunistic power control (OPC) [9], [10] are two
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